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Abstract: A Mobile Ad Hoc Network is typically characterized by two sets of nodes, one set being more stationary than the other. It is observed that identifying this set of relatively stationary nodes critically facilitates the dual purpose of reducing the routing overhead and providing larger data bandwidth. It is therefore both interesting and expedient to study the behavior of a typical Mobile Ad Hoc Network and identify the sub-graph, which can impact these improvements where the application demands are high. It is particularly enlightening when scaled to a larger network, as one of the substantial factors affecting cost in an Ad Hoc network is the routing overhead. In this paper, a method is proposed to determine, dynamically, the most reliable path for routing in a Mobile Ad Hoc scenario and ensure that packets are routed along that path to guarantee enhanced data traffic routed per unit time owing to savings from route-discovery and to decrease normalized routing overhead. The Mobile Ad Hoc Network is modeled as a graph with the mobile units denoting the nodes of the graph and the set of reachable units as its neighbors and identifying the weakly connected sub-dominion of that graph, which is the most reliable path for routing. The propose algorithm recognizes those set of weakly connected nodes which are relatively stable when compared to other nodes hence requiring less routing and thus resulting in more number of data packets and ensuring better bandwidth utilization. Our algorithm proposes and confirms the dual betterments namely improvement in the utilization of bandwidth and reduction in the normalized routing overhead in any given network scenario.

1. Introduction

Mobile Ad Hoc networks are autonomous distributed systems that comprise a number of mobile nodes connected by wireless links forming arbitrary time-varying wireless network topologies. Mobile nodes function as both hosts and routers. As hosts, they represent source and destination nodes in the network, while as routers, they represent intermediate nodes between a source and destination providing store-and-forward services to neighboring nodes. Nodes that constitute the wireless network infrastructure are free to move randomly and re-organize themselves in arbitrary fashions. Therefore the wireless topology that interconnects mobile hosts / routers can change rapidly in unpredictable ways or remain relatively static over long periods of time. These bandwidth constrained multi-hop networks typically support best effort voice and data communications where the achieved “good put” is often lower than the maximum radio transmission rate after encountering the effects such as multiple access, fading, noise, and interference. In addition to being bandwidth constrained, Mobile Ad Hoc networks are power-constrained because network nodes rely on battery power for energy. Providing suitable quality of service (QoS) support for the delivery of real-time audio, video and data in Mobile Ad Hoc networks presents a significant technical challenge.

Mobile Ad Hoc networks may be very large which makes the network control extremely difficult. The end-to-end communication abstraction between two communicating mobile hosts can be viewed as a complex “end-to-end channel” that may change routes over time. There may be a number of possible routes between two communicating hosts over which data can flow and each path may have different available capacity that may or may not meet the quality of service requirements of the desired service. Even if the selected path between a source-destination pair meets the user’s needs at the session set-up time, the capacity and error characteristics observed along the path are likely to be time-varying due to the multiple dynamics that operate in the network. The fading effects resulting from host mobility cannot be always masked by the link layer and typically result in discernible effects on the application’s perceptible quality (e.g., assured delivery of audio / video may degrade rapidly). This results in topological dynamics that operate on slower time scales than channel fades and other such discontinuities. Reacting to these network capacity dynamics over the appropriate time scale requires fast, lightweight and responsive protocol operations. Flows must be established, maintained and removed in Mobile Ad Hoc networks over the course of a user-to-user session. Typically, “connections” (i.e., the establishment of “state” information at nodes along the path) need to be maintained and automatically renegotiated in response to the network topology dynamics and link quality of service changes. Since resources are scarce in these networks, any protocol signaling overhead needed to maintain connections limits the utilization of the network. Therefore, bandwidth required to support signaling systems must be kept to a minimum. This places emphasis on minimizing signaling required to establish, restore, maintain and tear-down network state associated with user sessions. In addition, due to the disconnected nature of maintaining state in Mobile Ad Hoc networks, explicit tear-down mechanisms (e.g., disconnect signaling) are impractical. This is due to the fact that it is infeasible to explicitly remove network state information (established during session set-up) in portions of the network that are out of radio contact of a signaling controller due to topology changes. There is a need for new Mobile Ad Hoc architectures, services and protocols to be developed in response to these challenges. New control systems need to be highly adaptive and responsive to changes in the available resources along the path between two communicating mobile hosts. Future protocols need to be capable of differentiating between the different service requirements of user sessions (e.g., continuous media flows, micro-flows, RPC, etc.). Packets associated with a flow traversing intermediate nodes between a source and destination may, for example, require special processing to meet end-to-end bandwidth and delay constraints. When building quality of service support into Mobile Ad Hoc networks the design of fast routing algorithms that can efficiently track network topology changes is important. Mobile Ad Hoc networking routing protocols need to work in union with efficient signaling, control and management mechanisms to achieve end-to-end service quality. These mechanisms should consume minimal bandwidth in operation and react promptly to changes in the network-state (viewed in terms of changes in network topology) and flow-state (viewed in terms of changes in the observed end-to-end quality of service). Both the size of the network and the level of mobility of subscriber units affect the performance of a Mobile Ad Hoc network. We propose a graph based approach to abstract the network. 

2. Motivation and Related Work

There are several standard techniques proposed to identify clusters in a graph. These can be broadly classified into identifier-based and connectivity-based cluster-head selection techniques. The popular techniques are the lowest-ID [17] and the maximum-connectivity. In the former, if a low-ID node ever gets highly mobile, this could result in unacceptably large number of cluster head changes. In the maximum-connectivity as well as Lowest-Distance value cluster, the criterion for clustering changes from one mobile node to another depending on the activity and distance which can cause instability. In [10], the clustering is based on entropy of the mobile nodes observed over a long period of time. The entropy is a measure of how confined the movements are, and this is used to classify nodes as either conservative or exploratory. 

In the proposed algorithm, a path is defined as the most reliable within the graph, through which delivery is guaranteed. In the ideal case, the path is the set of all cluster-heads identified using some suitable algorithm so that if any packet of data can be routed through one or more of these cluster-heads, they will then be delivered to the destination from the nearest cluster-head. Hence, the clustering forms the basis of our work and we compare our results with the set of cluster-heads as identified by [10].

Researchers have proposed several techniques to identify reliable paths in Mobile Ad Hoc Networks. One desirable qualitative property of Mobile Ad Hoc routing is that it should be able to adapt to the change in traffic and network topology from time to time. Johnson and Maltz [6, 7] suggest that the conventional routing protocols are inefficient for ad-hoc networks as routing related traffic may waste a large portion of wireless bandwidth, especially if the protocols require periodic updating. Ko and Vaidya [8] suggest a Location-aware routing protocol, but this is stateless and wasteful in time as the route is discovered as and when data has to be transmitted. Dommetry and Jain [9] briefly suggest location information in ad-hoc networks but do not elaborate on its usage. In this work, we consider a localized Mobile Ad Hoc Network where the route to destination is through a set of reliable mobile nodes identified having observed the network for suitable period of time. We thus incorporate state-information into each of the mobile nodes thereby ensuring bandwidth-enhanced routing with guaranteed delivery.

3. Dominating Set of a Graph

An efficient and reliable method of forming clusters is based on the idea of graph domination. A dominating set of a graph G = (V, E) is a vertex subset S of V such that every vertex v belongs to V is either in S or adjacent to a vertex of S. A vertex of S is said to dominate itself over all adjacent vertices. A vertex of S can qualify to be a cluster head. A Connected Dominated Set (CDS) is a dominating set whose induced sub-graph is connected. In the context of Mobile Ad Hoc Networks, this implies that the connected dominating set can connect with every other mobile unit in the network and thus ensure that there is at least one path to each mobile unit. Connected Dominating set ensures connectivity to all nodes in the remaining graph. Delivery is guaranteed if data can be routed from sending unit to some mobile unit v Є S. Routing concentration hence shifts to routing from sending unit to any unit of S. In the end, one would wish to find a small number of cluster-heads leading to a small dominating set, in order to simplify the network structure as much as possible.

Figure 1 gives an example of abstracting a mobile ad hoc network. The nodes in blue denote the mobile units and the edges denote the reachable mobile units from a given unit. 


[image: image1]
Figure 1: Network Abstraction as a Graph

In Figure 2, the network structure is indicated in blue. The red vertices in the graph represent cluster-heads and the black edges represent the virtual connections between clusters.
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Figure 2: Dominating Set of the Graph

4. Proposed Methodology

1. Set the Area of Coverage as A metre2 and the number of Nodes as N.

2. Set the Bandwidth as B and the Antenna model as Omni-directional Two-Ray ground Propagation model.

3. Configure Random positioning for nodes and mobility characteristics.

4. Ensure that each node is connected, on an average to at least two others before starting simulations.

5. Configure Random generation of data traffic between the various nodes.

6. Monitor the traffic flow and congestion by tracing all network events.

7. Identify from trace, the set of most reliable nodes, using maximal occurrence of nodes in the routing path.

8. Goto step 1, route data traffic through the identified set of reliable nodes.

9. Monitor Bandwidth efficiency, Routing overhead, and Throughput.  

Figure 3: Algorithm for Proposed Bandwidth Optimization

5. Network Model

The network model considered for verification of the proposed algorithm covers a total area of 670m x 670m and each node in the network can transmit to a maximum distance of 250m. The wireless channel bandwidth is 6 Mbps and all nodes in this network contend for access to a single channel. Mobility has been incorporated in all the nodes. The speed distribution is random in the range 0-10 meters per second.  The MAC uses CSMA/CA for media access. AODV was identified as the routing protocol. Statistical real-time traffic has been generated to verify the algorithm. The network is designed to be a data centric network. Each packet is of 512 bytes size. The packet arrival is modeled as a Poisson process while the packet holding time is exponentially distributed. Each node attempts to transmit a particular packet seven times, failing which, the packet is dropped. An individual packet may get dropped if it exceeds certain maximum number of hops before reaching the destination.  Different network loads were created by varying traffic generated to and from each node and total amount of traffic generated in the network as a whole. 

6. Results and Inferences

In this section, we present the results for the experiments conducted to verify the algorithm. The algorithm was executed for 900 simulation seconds covering an area of 670 x670 m2 and included a set of 20 mobile nodes moving randomly anywhere within the grid specified with a velocity range of 0-10 m/s. The Two-Ray Ground radio propagation model was implemented in the wireless scenario with an omni-directional antenna. Drop-Tail Queue was implemented at the routers which will drop packets when buffer size was exceeded. We found that the result our algorithm provides is valid until the network indicates any breakage of links. Under such circumstances, the algorithm will have to be re-computed again and the reliable path, re determined. The traffic at the transmitter side was 1232 packets during the entire simulation period initially, subsequently after the modification it was enhanced to 2805, an increase of 227.68%.

The traffic at the receiver end increased from 1220 to 2635 packets during the entire simulation period, an increase of 215.98%. Another significant component is the normalized routing load (routing packets per data packet delivered); it increased from 10.47 to 21.88 routing packets per data packet, an increase of 208.9%.

From the below mentioned results our algorithm clearly shows that normalized routing load is decreased by a margin of 18.78% at the transmitter end and 7.08% at the receiver end. This is because the existence of the reliable path saves on route discovery mechanisms when the traffic in the network is temporarily brought to stand-still and all outstanding packets at routers, dropped. As normalized routing load has a substantial influence on the cost incurred by a network this improvement certainly is significant in reduction of costs. There is a marginal drop in the efficiency of the network. This drop is attributed to the congestion incurred ascribable to the increase in traffic flow within the same time period. The positives of our algorithm, the improvement in cost factor as well as the better utilization of the channel outweigh the marginal drop in the efficiency by far. In spite of the drop, increasing the total number of packets delivered has ameliorated by more than 200%.
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Figure 4: Graph depicting the Enhancement of Traffic at the sender’s side due to Reliable Path Routing
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Figure 5: Graph depicting the Enhancement of Traffic at the receiver’s side due to Reliable Path Routing


[image: image5.wmf]PERCENTAGE INCREASE

195

200

205

210

215

220

225

230

SEND

RECEIVE

NORMALIZED ROUTING LOAD

Nubmer of packets

PACKETS


Figure 6: Graph comparing the data traffic enhancement at the two ends to the Normalized routing load

7. Future Work and Conclusion 

Number of packets delivered along with the normalized routing load is one of the most important factors in an Ad Hoc network, especially one with mobility incorporated. Normalized routing load has a significant influence on the cost incurred by a network; our algorithm positively scales down the costs. Particularly in large networks such improvement is substantial along with the number of packets delivered, the more number of packets delivered per unit time the better. From the results attained using our algorithm, it is evident that the aim of achieving the better utilization of the channel in conjunction with the reduction of routing overhead is accomplished. Future road map in this field can lead to further crystallizing improvement of the efficiency of the network along with the increase in number of packets delivered while still keeping an eye on the cost parameters.
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