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1) Introduction

Is Internet history about to repeat itself? Maybe! Back in the 1980s, the National Science Foundation created the NSFNET-- a communication network intended to give scientific researchers easy access to its new supercomputer centres. Very quickly, one smaller network after another linked in—and the result was the Internet as we now know it. 

Fast-forward to 2002:

Like the Internet, the Grid is a computer-collective, but while the Internet's primary purpose is to share information, the Grid's main purpose is to share processing power. All the machines on the Grid combine to create a universal source of computing power.

Like the Web, the Grid builds on existing Internet protocols and services to link hardware, software, and people into new social and technological groups. These groups will, however,  share much more than files and information; they will share direct access to scientific instruments, software, data, and other resources owned and managed by multiple organizations distributed geographically.
2) What are Computational Grids? (Definition)

A computational grid is a network of geographically and often organizationally distributed resources including computers, scientific instruments, and data. 

Initially, the two grid pioneers Ian Foster & Carl Kesselman, defined  computational grid  as  a hardware and software infrastructure that provides dependable, consistent, pervasive, and inexpensive access to high-end computational capabilities [1].
However, the recent explosion in commercial and scientific interest in the grids has created some sort of obfuscation in the definition of grid. Hence, Foster et al.  redefined it again to address the social and policy issues [2]. According to their new definition --- Grid computing is concerned with "coordinated resource sharing and problem solving in dynamic, multi-institutional virtual organizations." This sharing is, necessarily, highly controlled, with resource providers and consumers defining clearly and carefully just what is shared, who is allowed to share, and the conditions under which sharing occurs. A set of individuals and/or institutions defined by such sharing rules form what we call a “Virtual Organization” [VO]

They further provide a three-point checklist [6] so that to determine whether an infrastructure is grid or not. A grid is a system that which (1) coordinates resources that are not subject to centralized control (2) using standard, open, general-purpose protocols and interfaces (3) to deliver nontrivial qualities of service.

This new definition, however, makes room only for various large-scale Grid deployments being undertaken within the scientific community and subsequently has not been totally out of controversy [9]
Here is another plausible definition of grid [4, 5] :

Grid is a type of parallel and distributed system that enables the sharing, selection, and aggregation of resources distributed across "multiple" administrative domains based on their (resources) availability, capability, performance, cost, and users' quality-of-service requirements. 

3) Why grids are needed anyway?

Although there are certainly challenging problems that exceed our ability to solve them,  the computational power of many a computers (like the home PCs) remain unused. The grid-vision is to provide users with substantially more computation power and that too at a cost which will be much more affordable than to buy a supercomputer.

The trend in technology is also favouring grids [7]. A useful metric for the rate of technological change is the average period during which speed or capacity doubles, or, more or less equivalently , halves in price. For storage, networks, and computing power, these periods are around 12, 9, and 18 months respectively. Since network performance is outpacing the computer speed (at roughly double the rate), we must imagine new ways of working that are communication intensive such as pooling computational resources, streaming large amounts of data from databases or instruments to remote computers, linking sensors with each other and with computers and archives, and connecting people, computing, and storage in collaborative environments that avoid the need for costly travel. Naturally, its more holistic way of doing computation!
4) Benefits

The promise of grid computing is that in the back end, you can start doing much more dynamic resource provisioning than was possible with cluster computing, and then on the front end you can make it possible to acquire resources from different locations, rather than dealing with static operations. Grid computing 

► 
enables transparent access/sharing of  resources  at an unprecedented scale than before.

►  allow on-demand aggregation of computational resources for supercomputing needs.

►  will make computing resources an usual commodity; You won’t need to buy unnecessary hardware for doing temporary computation-intensive jobs. It has potential to bring supercomputing to the masses, individual or business alike.
5) What’s in the name?

It’s not just coincidence that  Computational-Grid has borrowed its name from the Electricity Power-Grid. By providing pervasive, dependable, consistent, and inexpensive access to advanced computation capabilities, databases, sensors, and people, computational grids can have a similar transforming effect in society like the electricity [1].  

Even, the two grids has some similar common elements like they both use heterogeneous resources and have complex networked infrastructure and both support a variety of different kind of system loads [4].

6) Let’s have a look!

►Distributed/Internet computing examples:

1) Folding@Home, Genome@Home : (Stanford University) Whereas Folding@Home is striving to understand how existing proteins attain their specific, functional three-dimensional structures, the goal of Genome@home is to design new genes that can form working proteins in the cell.
2) Seti@Home: (Berkley University). Undoubtedly, the most popular distributed computing project, it attracted nearly 4 million computer owners around their world to offer their idle processing power to scan the cosmic-data for signs of intelligent life.
3) Distributed.net: Launched in 1997, it attracted the idle-cycles of millions of PC worldwide to process the RSA Labs RC-32/12/7 (65 bit) secret key challenge.

►Some Large Scale Grid deployment in Research   
1) DataGrid: [www.eu-datagrid.org]
This ambitious project of EU has objective to build the next generation computing infrastructure providing intensive computation and analysis of shared large-scale databases, from hundreds of TeraBytes to PetaBytes, across widely distributed scientific communities.
2) Grid Physics Network (GriPhyN):  [www.griphyn.org]

The GriPhyN Project is developing Grid technologies for scientific and engineering projects that must collect and analyse distributed, petabyte-scale datasets. GriPhyN  aims to deploy computational environments called Petascale Virtual Data Grids (PVDGs) that meet the data-intensive computational needs of a diverse community of thousands of scientists spread across the globe.

3) TeraGrid: [www.teragrid.org]
TeraGrid is an effort to build and deploy the world's largest, fastest, most comprehensive, distributed infrastructure for open scientific research. When completed, the TeraGrid will include 13.6 teraflops of computing power distributed at the four TeraGrid sites, facilities capable of managing and storing more than 450 terabytes of data, high-resolution visualization environments, and toolkits for grid computing.

4)  International Virtual Data Grid Laboratory (iVDGL): [www.ivdgl.org]  

By seamlessly connecting an international network of powerful computers at 40 locations in the United States, Europe and Asia, iVDGL will allow scientists worldwide to view and analyse the huge amounts of data flowing from experiments in high-energy and nuclear physics, gravitational waves, astronomy, biology and other areas.

5) NEESGrid: [www.neesgrid.org] 
It will connect a growing list of geographically distributed members of the NSF-funded George E. Brown, Jr., Network for Earthquake Engineering Simulation (NEES), a distributed virtual laboratory for earthquake experimentation and simulation
6) Particle Physics Data Grid (PPDG): [www.ppdg.net] 

Its first objective is to develop the infrastructure for multipetabyte data sets to be analysed, with support for hundreds to thousands of experimenters. The second objective is to build on that infrastructure to support large-scale collaborative science. PPDG will develop, acquire and deliver vitally needed Grid-enabled tools for data-intensive requirements of particle and nuclear physics.

7) EuroGrid : [www.eurogrid.org]

The main objective of EuroGrid project is to To establish a European GRID network of leading High Performance Computing centres from different European countries. It contains various research projects like BioGrid, MeteoGrid, HPC Research Grid etc.

8) World Wide Grid (WWG): [http://www.csse.monash.edu.au/~rajkumar/ecogrid/wwg]

The World Wide Grid (WWG) test-bed is used for investigation, development, and testing of fundamental research ideas in peer-to-peer Grid computing. 

► Industry Grid Effort:

Butterfly.net: Butterfly.net, Inc., and IBM will deploy the first-ever custom commercial grid for the online video gaming market. The Butterfly Grid™ could enable online video game providers to support a massive number of players within the same game by allocating computing resources to the most populated areas and most popular games.
7) The Future

Foster & Kesselman provide us a good list of potential grid applications in future [1]. The most appealing ones are “Collaborative Computing” [enhancing human-to-human interactions by sharing a virtual space] and “TELEIMMERSION” [In which advanced display technology, computers and networks are used to create shared virtual environment for collaborative design, education, entertainment and other purposes] In general, grids can find potential use in executing science, engineering, industrial, and commercial applications such as drug design, automobile design, crash simulation, aerospace modelling, high energy physics, astrophysics, earth modelling, electronic CAD, ray tracing, data mining, financial modelling, and so on.

Grid can give a boost to e-commerce too.   For example, a grid could be the backbone to orchestrate all sorts of information coming from different sources to an online travel site--everything from airline ticketing and hotel reservations to flight-delay notifications and traffic-congestion alerts. Integrating Web services with grid computing will push computing toward being a utility that you can subscribe to on demand.

8) Challenges in current grid projects

The  major challenges are, concerning security (authentication, authorization etc.), resource allocation, scheduling, access of remote data sets, policy management, fault-tolerance, failure recovery, site autonomy,  QoS (Quality of Service). Additionally, the Grid must meet stringent, dynamically changing performance requirements and be far more dependable than current peer-to-peer networks.

There are thorny social and political challenges too. Building a seamless worldwide infrastructure requires global consensus on grid protocols—the basic mechanisms by which users negotiate, establish, and exploit shared access to resources. 

9) Grid Computing Vs …….

Cluster Computing: Cluster computing is about resources aggregation in a single administrative domain whereas Grid computing in about resource sharing and aggregation across multiple domains. 

P2P Vs Grid: It's different from peer-to-peer in respect that it must provide the computational resources in a  dependable way. Also, P2P does not provide the level of security features, authentication and virtual machine architecture that grid will. 

Distributed/Internet Computing: Distributed Computing projects like Seti@Home  or Genome@Home  are not in true sense grid computing because they are neither real-time nor online.

Grid is not just Powerful Internet: A grid is not simply a more powerful Internet, or Internet-2. It has some unique characteristics like dynamic sharing (DS), single authentication (SA), and virtual collaborations (VC).

Dynamic sharing is not P2P or client-server. DS is an ability to add or change sharing during operation of an application, either in response to changing requirements, or from a participant's command.  Single authentication means that you identify yourself once, and that authorization is automatically forwarded where needed.

10) Looking Glass: Others Perspective on Grids 

► Grid: As An Utility :-

 Grid is sometimes envisioned as an utility model over the Internet, where clients draw on compute power much as they do now with electricity. The systems would work much like electrical utilities, giving companies access to virtually unlimited surplus computing power, regardless of where it's stored, and make it easier to share stored data and specialized software with partners on the grid.

►The Grid: The Next Generation Internet :-


The grid is not an alternative to internet but rather a set of additional protocols and services build over internet to support collaborative-computations.

► The Grid makes high-performance computers superfluous?

If we have the chunk of computing powers available from Virtual Organizations,    isn’t it true that it will make high-performance computers out of business? Well, not really as many  problems require tightly coupled computers, with low latencies and high communication bandwidths; Grid computing may well increase rather than reduce demand for such systems by making access easier.

11) Summary

Many a researchers agree that the Grid could revolutionize the nature of computing, much as the Internet reshaped the way people communicate, by letting people to collaborate in an scale and nature that was never possible before. After all, the need to collaborate is common across many endeavours, from scientific "collaboratories" to emerging consumer and business-to-business relationships. 

Grid Computing is really the natural evolution of the Internet making it work far better by bringing the qualities of service that we all have gotten used to in utilities like electricity, telephone, our transportation system, all of which tend to be up all the time.
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� I further wish to briefly cover some interesting projects  like Globus, Condor, Nimrod-G and Legion-G if time and space permits so.
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