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Abstract—In this paper we present a defense proposed solution is to defend a victim network
against distributed denial of service attacks. We from DDoS attacks.
propose a computationally light-weight approach to
differentiate legitimate traffic from the attack traf- A. Distributed deployment

fic and perform appropriate rate-limiting. We then g, hoint deployment cannot achieve suc-
present initial ideas about systematic selection of

locations to deploy defense nodes. We implementedcess’_fm defense.. The DDoS defense demands a
the proposed approach as a loadable Linux kernel distributed solution where defense nodes_located
module and performed live-traffic experiments on throughout the network cooperate to achieve an
Emulab testbed. We present experimental evaluation overall effective defense.
of the proposed algorithms to demonstrate their A DDoS defense requires three vital functionali-
effectiveness in different attack scenarios. ties namely (a) Attack detection: quickly detecting
the presence of an attack; (b) Traffic differentiation:
differentiating legitimate traffic from the attack
Distributed denial of service (DDoS) attacks retraffic; and (c) Rate limiting: providing preferential
main an unmitigated threat to today’s networks itreatment of the shared resource to the legitimate
spite of various academic and commercial attemptsffic. These functionalities are best met at different
to build an effective defense. This unmitigatethetwork locations such as client network, core
threat can be attributed to various factors such as thetwork, or the victim network.
large number of potential attackers, continuousl
evolving types of attacks, ability of the attack:
ers to hide their identity through techniques such The defense must be able to differentiate legiti-
as spoofing, reflector attacks, zombie attacks, etmate traffic from attack traffic. Thus, the defense
Previous attempts on DDoS defense provide twahould then reduce attack flows to manageable
main insights: (a) Wide deployment is a necessaflpws and ensure good service to legitimate traffic
condition for a DDoS defense. Many smart deeven during the attack.
fenses, when deployed sparsely, can be defeated bwhile meeting this objective, the defense should
the attacker by either being too diffused to bypassave following properties: (1) Defense should be
unnoticed, or being too large to overwhelm théght-weight to support fast packet processing and
defense itself. (b) There is a critical need for & prevent itself from being overwhelmed by the
sophisticated mechanism to differentiate legitimatgtack. (2) In order to deal with large scale attacks,
traffic from attack traffic. However, the wide varietydefense should be capable of multi-node deploy-
of attacks, the large scale of attacks, together withent and each defense node should be able to
limited resources at the defense node, etc. makec@operate with other defense nodes. (3) One way of
very difficult to accurately differentiate legitimatedifferentiating legitimate client from attacker is to
traffic from attack traffic. assign a reputation score to each client. One-time
In this paper, we present a defense againgdmputed reputation can be exploited by attackers
DDoS attacks using the above two insights. Wey behaving good for some time to earn good
propose a mechanism for traffic differentiation anceputation and then turning bad. Hence, the rep-
deployment of defense nodes. The objective of thetation of a client should be periodically evaluated.

I. INTRODUCTION

. Traffic differentiation



Score calculation
, RetR (g It is very difficult to model an attack behavior due
Eaccesmm il H to the wide variety of attacks, similarity of packet
¢ VRL -V content of legitimate and attack traffic, and the con-
oyt A tinuously evolving nature of the attacks. However,
routers the legitimate TCP client can be predictable. We
propose to model a legitimate traffic pattern and
present an algorithm to compute score of a client
traffic based on its compliance to the TCP behavior.

The reputation should be non-binary with multipld e scores are assigned such that legitimate TCP
levels of confidence in the legitimacy of the clienttomPpliant traffic gets higher score while the non-
This can provide a fine-grained evaluation of th&CP traffic gets lower score. However, a client

@ Il. PROPOSED APPROACH

Packets containing

Fig. 1. Setup for the proposed approach.

client behavior. behavior needs to be captured in a computationally
light-weight fashion. Thus the problem demands an
C. Contributions: effective but computationally light-weight solution.

In this paper, we primarily focus on presenting‘S the identification of the legitimacy of a client
an algorithm for differentiation of legitimate traffictraffic is not always ensured in black and white,
from attack traffic by assigning scores to clientfiere is a need for intelligent rate-limiting of the
based on their past behavior and compliance gjent traffic based on the inferred reputation of the
TCP. We are different from the past attempts iglient such thamore legitimate client gets a larger
reputation-based defense in the following mannehare of the resource than thesslegitimate client
(a) Capability-based techniques such as SIFF [@]d the critical resource is well-utilized.
and TVA [5] provide efficient mechanisms for In this section, we present a mechanism for traffic
generation and verification of access tickets, bdifferentiation and rate-limiting. The objective of
they lack an automated mechanism for grantiﬁ@e defense mechanism is to prevent DDoS attacks
or denying these access tickets. We propose By (1) differentiating legitimate clients from attack-
automated mechanism to grant or deny accessé, and (2) appropriate rate-limiting of the shared
the shared resource. (b) In many past attemptgsource based on the reputation of the client traffic.
the access to shared resource is binary in naturgmigure 1 represents the setup involved in the
providing full or no access to clients. Such solutiongroposed approach.
are vulnerable to attackers that first act legitimate A traffic coming from client C to the victim
to obtain the access and then turn malicious. W®de V is monitored at a verification node VR1.
grant non-binary signatures providing different ad=irst-time client undergoes a verification handshake
cess levels to the shared resource. (c) Insteadvdth the verification server and is granted an access
maintaining only legitimate clients (DWARD [3]) ticket. The access ticket is encrypted in each packet
or only attack clients (Pushback [1]), we proposis passed by the client in the subsequent communi-
to maintain both profiles for better traffic policing.cation.

(d) Unlike techniques like SOS [2] that demand a2. The node VR1 monitors the client behavior to
chitectural changes, the proposed solution does re@ngestion and compliance to allocated bandwidth
demand any such changes and allows incremenghire and assigns a score to the client. Unlike
deployment. previous solutions [4], the score is non-binary in

The main contributions of this paper are as foRature. The confidence in the legitimacy of a client
lows: (1) We present a computationally light-weighis periodically evaluated and the score is updated
yet effective defense mechanism to defend DDc&cordingly.
attacks. (2) We present experimental evaluation $ The access to the shared resource is based on
different attack scenarios to demonstrate the effeifde client score. High score clients are indicative
tiveness of the proposed defense. (3) We presaitlegitimate clients and are given privilege over
initial ideas on systematic selection of minimal setnknown and the low score clients.
of nodes to deploy defense. The functionality of the verification node VR1



can be distributed across multiple nodes. In Sectienconservative manner by performing additive
Ill, we discuss techniques for systematic selectidncrease in the client score.

of such nodes. In this section, we present details
of the access ticket, score computation, and rate

limiting. 3. Weighted subtractive decreasé/hen a client
traffic exceeds its allocated share, the client is
penalized with a decrease in the score. We penalize
Access tickets are bound to each client IP anﬁ an aggressive manner by performing\/aighted
are Unique for each client IP. The tickets are Shor(g'ecrease in the client score. We Compute a pena|ty
lived and are frequently updated. The access ticketfor each client as a function of (a) the past
prevents IP spoofing and thus prevents attackgfgnaltyp,,, and (b) the extent by which the client
from using the access ticket of a legitimate clien{splates the allocated share. The score of the client

Various techniques proposed in the past [2] presegtdecreased by the value computed by the penalty.
ways for performing a secure handshake of such

tickets between a client and a verification server tg>"¢new = max(Scoreoid — (pora * €), MIN_SCORE) (2)

ensure the credibility of an IP address. Due to Ia%e perform a weighted subtractive decrease til

of space, l\(/ve do T]Ot discuss further details of thgo core reaches a negative threshold. Beyond the
access ticket mechanism. threshold, we start performing a flat subtractive
B. Score computation decrease. 'I_'his is. done to ensure that_ any incpr-
Unlike th _ K _ . rectly penalized client gets a chance to improve its
_-hiike the Previous work on 9“’”,‘“”9, computh eputation in finite time. With the additive increase
binary capabilities where a client is either consi ind weighted subtractive decrease we ensure that a

ered '?Q?t‘mate or gttgcker, WE propose npn'binaQﬁent behaving bad for some time would have to
capabilities by assigning scores to the clients. have good for longer time to regain trust.

compute client scores by exploit_ing the backing-o . Subtractive decreaséiVhen a client stays idle
property of the TCP behavior in the presence %r more than certain amount of time, we start

congestion. performing a subtractive decreagein its score.

The score has following properties. (1) Score§his is done to (a) improve resource utilization, (b)

can be zero, positive, or negative. (2) There is 13 prevent a long-term idle client from misusing its

I|m||t_ (MAX _ﬁCORE)dog mﬁ_)qmum posmvle S‘Coranigh score established in the past. The score of idle
a clllel;nthcar_l € Ia_lwarf ed. T ;15 prevents a Ong:eréﬂents is not decreased beyond zero to distinguish
well-behaving client from achieving a status Whergy e cjients from attackers. Clients behaving idle for

it can create damage by turning bad. (3) Thetg,,, time receive a score of zero and are treated
is a limit (MIN_SCORE) on maximum negative|i o new clients

score. A client reaching the maximum negative
score frequently is entered into the list of black- Scorencw = min(Scoreqq — B,0) ®)
listed clients. Blacklisted clients are always denied o
the resource. C. Rate limiting

Each active client is assigned a fair-share of the We propose a priority-queue based mechanism
critical resource (e.g. bottleneck bandwidth). Wio do the desired rate-limiting. We implement a
later discuss the resource share allocation whigiority queue where each priority level is assigned
explaining the rate-limiting process. Based on thecertain share of the resource. Clients are ranked on
compliance to fair-share, the client score is periodkeir score and priority levels are assigned to clients
ically changed as follows. such that a fixed percentage of active clients are as-
1. Each new client is assigned a small positiveigned to each priority level. Higher priority clients
score to allow the client some time to establish isre assigned larger share of the bandwidth than
reputation. the lower priority clients. This policy ensures (a)
2. Additive increaseWhen a client traffic is within preferential treatment to clients with higher score,
its allocated share, the client is rewarded witftb) effective resource utilization, (c) prevention of
a fixed increasex in the score. We reward inover-provisioning of the available resource.

Scorenew = min(Scorey g + o, MAX_SCORE) Q)

A. Access ticket
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Fig. 2. (a) Scores computed for legitimate and attack client
(b) Percent bytes dropped for legitimate and attack client
(c) Percent packet loss at legitimate client with and without
defense deployment.
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Fig. 3. Percentage of total nodes selected as defense nodes for
(a) different network sizes, (b) different average node degree.

[Il. DISTRIBUTED DEPLOYMENT

Single-point defense can lead to inaccuracy such thatMonitoredNodes(vjor eachv in defense
traffic differentiation causing high collateral damnodes is uniformly distributed.
age and single point of failure. On the other
hand, the other extreme of deploy-everywhere B Proposed approach
discouraged due to economic concerns and lackThe pest solution to the above problem involves
of deployment incentive at locations away fromy combinatorial approach and can be proved to
victim network. The selection of defense nodegg NP-Complete. However, an approximation algo-
should be done such that defense nodes are eveiiim can be built by using multiple graph traversals
distributed throughout the network and none of thg gptain a close to optimal (minimal number of
defense nodes is overwhelmed with traffic from gefense nodes) solution. The key idea behind the
large number of nodes. Furthermore, a hlerarchmﬁIOpOSGd approach is to perform multiple bottom-
deployment of defense nodes is required such thg§ anq top-down traversals of the tree to achieve a
defense nodes are deployed at strategic locationssjihtree of the desired cluster size. The root of the
the client, core, and victim networks. subtree is selected as a defense node and the subtree
A. Problem description thus formed is pruned fr_om the original tree. The
rocess is performed until all nodes in the graph are
vered and the root of the tree is reached. We do
ot present further details of the proposed approach
ue to lack of space.

We propose to model the network as a gra
and build a victim-rooted traffic tree. The root nod%
of this tree is the victim node. The paths from aIJj
nodes to the victim node form this tree. For clarity,
we assume static-single path between a node and |\ ExpERIMENTAL EVALUATION
the victim node. The defense deployment problem
is then to select appropriate nodes on this tree ag/Ve performed various experiments to evaluate
defense nodes such that (a) all nodes in the tree &€ Proposed algorithms. We next present exper-
covered, (b) the number of nodes to be defended Bjental evaluation of the proposed defense and
the defense nodes is uniformly distributed across &¢ployment algorithms.
defense nodes.

Given a treeT(V,E) for a nodev € V we
define SuccessorNodes(@s the nodes in the suc- We implemented the proposed reputation com-
cessor graph rooted at node For each node putation mechanism in a Linux software router
v € V, we defineMonitoredNodes(vivhereMon- as a loadable kernel module. We performed live-
itoredNodes(v) C SuccessorNodes(vand Moni- traffic experiments in the Emulab test-bed. Victim
toredNodes(vEonsists of the nodes fBuccessorN- node V is connected to the rest of the network
odes(v)that do not belong taMonitoredNodes(w) via a bottleneck link of 512Kbps. The rest of the
wherew € {V —v}. The problem of defense nodeiopology consists of several client nodes each of
selection is to select the smallest number of defenaich is connected to 100Mbps link. We generate
nodes such that each node is monitored by one legitimate TCP traffic by performing a SFTP file
more defense nodes and for each selected defetrsmsfer between client and the victim node. We
nodev, |MonitoredNodes(v)| < k. A dual to this generate attack traffic by using raw sockets to send
problem is to seleck number of defense nodesTCP packets at a specified rate.

A. Defense mechanism




We present the scenario where the legitimagizes. The number of selected defense nodes pri-
traffic consists of an SFTP file transfer, and thmarily depends on the user-specified cluster size of
attacker sends traffic at the rate of 40KBps. From defense node.

Figure 2a it can be seen that the score of theWe next fix the number of nodes to 1000 and
legitimate TCP client steadily increases due to thehange the average node degree from 2 to 6. It can
property of additive increase. There is a rapitde seen from Figure 3b that the required number
decrease in the score of the attacker due to thédefense nodes decreases with increasing average
property of weighted subtractive decrease. Beyombde degree. With larger average node degree the
a threshold the attacker score starts decreasing inetwork becomes denser. Thus all nodes in the net-
flat subtractive manner. From Figure 2b it can beork are covered with a fewer number of defense
seen that the bytes dropped for legitimate client isodes.

close of zero, while that the attacker reaches above
to 90%. The defense involves a learning period of
few seconds to evaluate a client behavior and takeln this paper we present a defense against dis-
appropriate action. tributed denial of service attacks. We propose a

We computed the time taken to perform a 832Kgomputationally light-weight approach to differen-
file transfer in scenarios with and without defenséate legitimate traffic from the attack traffic and
deployment. In case of an attack, the file transf@paintain score for each client. We perform traffic
time without defense deployment is 214 sec. On t®licing using these scores to maintain appropriate
other hand, the file transfer time with the defend@te-limiting. We then present initial ideas about
deployment is only 13 sec. systematic selection of locations to deploy defense

We next present hOW the proposed defense me(ﬂpdes. We present eXperimentaI evaluation Of the
anism responds to attacks of different strengths. VREoposed algorithms using simulation experiments
ran a |eg|t|mate trafﬁc and performed attacks (ﬁS We” as |ive-tl’affiC eXperimentS. As part Of future
different strengths from 50KBps to 200KBps oveWork, we plan to exploit strengths of different loca-

a bottleneck link of 150KBps. From Figure 2c itiions in the network to build different classes of the
can be seen that the defense successfully transniitgPosed defense. For instance, defense at source
the legitimate traffic even in the presence of heagtworks can perform sophisticated traffic differ-
DDoS attack. In the absence of the proposed gantiation due more computing resources and less
fense, the heavy attacks can otherwise lead to cld&ffic. On the other hand, defense victim network

to 100% packet loss of the |eg|t|mate traffic. demands a very |Ight-We|ght traffic differentiation
mechanism.

V. CONCLUSION AND FUTURE WORK

B. Distributed deployment
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